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ABSTRACT

We study the problem called “Constrained Three Dsimral Job Assignment Mod
(CTDJAM)". For this wetook M= (M1UMUMsU , ... UM,) sets of machineW= WU W,
UWsU , ... UWq sets of workers anJ= 3U XU XU , ... UJ sets of jobs. Let the number
element{machines) in each set of macts be m, m,, , ... m,, the number of elements in ee
set of workers be ww,, wz, ... wgandthe number of elements in each set of jobsny, np, s,

. n. The total number of machiis, workers, jobs are in all sets amken a m, w, n
respectively. Out of n jobs the numberjobs to be assigned i (no<n). Here third dimensio
is job. In the feasible assignment all the subsets of mas workers and jobs should |
representedOur objective is to assigny jobs with minimum total cost/time with the abc

restrictions.

Keywords:  Assignment, Dimension, Constrain

1. INTROUDCTION

Assignment problem is a special type of linear paogming It is concerned of assignir
task to facility on a one to one b¢ in some optimal way. For e.g., A manager has fars@ns
available for four separate jobs. His job is tagis®ach person to one and only job in such a
that the time and total cost is minimiz

So many researchers h. developed the Assignment Problem.

Purusotham [[Lhad studied the problem cal “Pattern Recognition based L-Search
Approach to the Variant Mu-Dimensional Assignment Problem”. The Multi Dinsional

Assignment Probleris a combinatorial optimization problem that is wmoto be NF-Hard. On
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that paper he discusses a problem with four dino@ssiN jobs can be executed on N machines,
at k facilities, usingl concessions. Every job is to be scheduled on soawhine at one of the
facilities, using some concession. No two jobs anon the same machine, at the same facility
using the same concession. Furthermore, thereseeified maximum number of jobs that can
be run at a given facility, and there is a maximnomber of jobs that can avail of a given
concessionC (i, j, k, 1) be the cost of allocating jold ‘on machinej* at facility ‘k’ using the
concessionl*. This is provided as a 4 dimensional array. Thedailve is to schedule the jobs in
such a way that the constraints are met and theigasinimized. Sobhan Babu [2] had also

studied on the assignment is called “A new ApprdachVariant Multi Assignment Problem”.

In Hungarian method and Khun et al [4]-1955, Latglprocess and the Line covering
method are widely used to solve the Assignment IBrobBarr et al [5]-1977 have proposed
alternating basis algorithm, while Hung et al [G)8D proposed a row algorithm based on
Relaxation Method. Bertsekas[7]-1981 produced lgorihm for solving the Classical AP
resembling the Hungarian Method in some ways Wterdi substantially in other aspects. Amore
general version of cost minimization AssignmentidRem is considered by Geeta et al [8]-1993,
where in addition to the (hiring) cost of workemsrforming the jobs, a supervisory cost is also
considered.

The time minimization Assignment Problem (TMAP) asother important class of
assignment problem. TMAP has been considered byymasearchers like Garfinkel[9]
(1971),Ravindran et al[10] (1977), Bhatia[1l] (1B77Shalini Arora [12](1997) and
Balakrishna[13] (2009) under the usual assumptibat twork on all the n jobs starts

simultaneously.

Vidhyullatha[3] had studied the problem calledhf&e Dimensional Group Assignment
problem”. In this problem there is set of machiaed set of jobs are equal in number. Number
of persons is the third dimension. Each personssigaed a fixed number of jobs to be
performed by him. Each job has to be done on eamthime by only one person. The time taken
to complete all the jobs is the maximum time takgra person to complete the jobs assigned to
him. In her problem symbolically considered as N2{1.,n} set of n jobs, M={set of n
machines and P= {1,2,...n} set of p persons(p<n)j,KJj the time taken by the"kperson to
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complete " job on |"machine is given. Out of n jobs each person hammaplete the assigned
number of jobs which totals to n. A person goeséxt job only on the completion of the earlier
one. Each job has to be completed individually epasate machine. All the persons start
working on the assigned jobs simultaneously. Thenpietion time of all the jobs is the
maximum among p persons completion time. The obgds to assign n jobs to p persons with

minimum total completion time with the above redtans and it is a mini max problem.

2. PROBLEM DESCRIPTION

In this paper we study the problem called “Constd Three Dimensional Job
Assignment Model (CTDJAM)”. For this we took M maeks, W workers and J jobs. Again, M
machines are classified into p sets of machindéWorkers are classified into q sets of workers
and J jobs are classified into r sets of jobsThe number of sets in machines are p, The number
of sets in workers are g, The number of sets is poie r. Let the number of elements in each set
of machine are ¥ M2, M3, ... M,. The number of elements in each set of workers\are/ns,

W3, ... Wyand the number of elements in each set of job&grél,, N3, ... N, Therefore the
total number of machines in all sets taken as mtabal number of workers are taken as w and

the total number of jobs are taken as n. Symblblieae can write as the following.

In this CTDJAM, we consider M={1,2,3...p} sets ofachines, W={1,2,3...q} sets of
workers and J={1,2,3...r} set of jobs. The sets @fchines M, M,, M3, Mp are considered
such that M= MUMUMsU , ... UM, and1iMjl=m , 1M 1=m. Here m: mps Mg+ + My =m.
Similarly the set of workers W={1,2,3...q} set of vkars W, W, , W3, ... Wq are considered
such that W= WUW,UWsU , ... UWq and1Wil=w; , IW1=w. Here Wi Wo+ W34+ Wp =W
and J={1,2,3...r} set of jobs;J%, &%, ... Jare considered such that JFJBLU kLU , ... U
andlJ1=n, 1J1=n. Here g Ny Ng+__+Np=N.

Out of n jobs the number of jobs to be completedyi(n,<n) i.e the total assigned
number of jobs should be finis truncation. t (i,j,k), the cost taken by th& machine in M is
used by t]‘worker in W for doing the tP(job in J is given. Here third dimension is job eTtotal
assigned number of machines in a particular caseamhine (M) is less than or equal to that

number ng. Similarly the total assigned number of workersiparticular case of worker @Ns
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less than or equal to that numbeyand the total assigned number of jobs in a pagrctése of

job (J) is less than or equal to that number n

In the feasible assignment schedule all the sudfs@iachines should be represented. i.e.
in the solution there is at least one machine feamh of the p sets of machines. Similarly in the
feasible assignment schedule all the subset of everkhould be represented. i.e. in the solution
there is at least one worker from each of the g eétworkers and in the feasible assignment
schedule all the subset of jobs is should be repted. i.e. in the solution there is at least ote |
from each of the r sets of jobs. Our objectivetgsassign gjobs with minimum total cost with

the above restrictions.
3. MATHEMATICAL FORMULATION

C (i,j,k) means that cost of th€ inachine in M is used by"jvorker in W for doing the

k™ job in J. From n jobs we want to assigrjobs. Here gless than n.
MinimizeZ(X) => > >'C(, j,k)x(, j,k) ~ For LM, jCW, kiJ .. (1)
i j K
Subjected to constraints

2.2 2%, i,k =n, ForiLM,jLW,kLJ .. (2)

Herep<n

ZZZx(i, j,K) < ms,itM (3)
2.2 2 X (0 k) < wes jEWS (4)

IPIP RN ASER N ®)

If x(i,j,K)= 1,iC Mg then MI(s)=1 and
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Y MIG)=p
i=1 ...(6)
If x (i, , K) = 1, 0 Wsthen WI(s) =1 and
>WIG) =g
=1 . (7)
If x (i, j, k)= 1,i0 J then JI(s)=1 and
iJl(i) =r
=1 ...(8)
X (i,j,K)=00r1 iM,jCW, k[J .(9)

The constraint(1) is the objective function which measures the minmimtime of

completion of all the gjobs under the given restrictions.

The constrain(2) describes the restriction that the total numbeassigned jobs (0

less than or equal to the n.

The constraint(3) describes in the job assignment schedule the numbenachines
assigned from the setdghould be less than its numbeg m

The constraint(4) describes in the job assignment schedule the nurobevorkers

assigned from the setd8hould be less than its numbey w

The constrain{5) describes in the job assignment schedule the nuofjebs assigned

from the setshould be less than its number n

The constrain(6) describes in the assignment schedule all the sulfsetachines are

involved. i.e. in the solution there is at leas¢ omachine from each of the p sets of machines.

The constraini(7) describes in the assignment schedule all the suddsebrkers are

involved. i.e. in the solution there is at leas¢ evorker from each of the g sets of workers.
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The constraint(8) describes in the assignment schedule all the subis¢pbs are
involved. i.e. in the solution there is at least evorker from each of the r sets of jobs.

The constrain{9) describes the restriction that tfemachine in M is used by" jvorker
in W for doing the K job in J then x (i, j, k) =1 otherwise 0.

4 NUMERICAL ILLUSTRATION

The concept and algorithm developed by illustrdigda numerical example for which
taken as the number of machine sets p=5 and ins=idiaving the machines are; #8, M, =2,
M3=3,M; =2,Ms=3 Therefore the total number of machines arg #m, +mg+my+
Ms=3+2+3+2+3=13=m. i.e. the total number of machid&s=Similarly the number of workers
sets q=4 and in each set having the workers are3\W\, =4 W5=3, W, =3. Therefore the total
number of workers are ww, +ws+w,;=3+4+3+2=12=w. i.e. the total number of workers=12
and the number of jobs sets r=5 and in each seadpétve jobs are;¥3, 3 =4 k=2, =4, }=3
Therefore the total number of jobs are 4m, +mgtny+ nNs=3+4+2+4+3=17=n. i.e. the total

number of jobs n=17.

In the following numerical example, C (i, j, kXaken as non- negative integers it can be
easily seen that this is not a necessary condi@ofi, j, k) means the cost/time th&tmachine
working on |" worker for K" job. The following table represents the requirenudrthe cost for
do the job with respect to corresponding machiree\aarker. Then the cost array C (i, j, K) is

given below.
TABLE-1
3 1 - 6 - 1
2 |3 |3 - 4 13 | 1 5
8 |7 |- 6 1 3 12 | -
- 19 |10 | - 13 | - 4 12
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1 [18]13]- 3 - [4]- 11 - |6
147 | 14|19 11]- 208 4[5 113

DG33)= T2 153 | PUA= 7 12[5 |- | PO 17118 15 -
6 |20|5 |- 3 (- 2116 5 (174 |8
~ (4 [5 - 13[14]4 | 6 71 - 1- 2

In table-1, D (4, 3, 2) =12 means that the cost of thlewhchine set in M is used b{'3
worker set in W for doing the'®job set in J is 12. ‘-‘indicates the there is ssignment of the

corresponding machine, worker and job.
5. CONCEPTS AND DEFINITION
5.1 Definition of a pattern

An indicator three-dimensional array which is assted with an assignment is called a
'pattern’. A Pattern is said to be feasible if Xaisolution. The pattern represented in the table-2

is a feasible pattern. Now T(X) the value of thégra X is defined as
Vx)=2ZD(j k) X (] k)

The value V(X) gives the total time of the assigninfer the solution represented by X.
Thus the value of the feasible pattern gives thal time represented by it. In the algorithm,
which is developed in the sequel, a search is niada feasible pattern with the least value.
Each pattern of the solution X is represented ley bt of ordered triples [(i,j,k)] for which
X(i,j,k)=1, with understanding that the other X{)js are zeros.

5.2 Feasible solution
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Consider an ordered pair
set{(1,2,1),(3,4,1),(4,3,3),(5,3,2),(4,1,4)(2,23)1,2),(2,3,1),(4,3,4),(5,3,4)} represents the

pattern given in th&able-2, which is a feasible solution for the above nucedrexample.

Table-2

[0 1 0 O] [0 0 0 O] [0 0 0 O]
0 00O 0010 0 00O
X(@{,j,1)= |0 0 0 1| X(i,j,2=|1 0 0 O|X(i,j,3)=|0 0 0 O
0 00O 0 00O 0010
0 0 0 O] 10 0 1 O] 10 0 0 O]

[0 0 1 O] [0 0 0 O]

0 00O 0100

X(@,j4)=/0 0 0 O(X(,,5=|0 0 0 O

1 010 0 0O0O

0 0 0 O] 10 0 0 O]

The following figure-1 represents a feasible solution. The circle shappsesent
machines, rectangle shapes represent workers, dihsiapes represent jobs and parallelogram
shape represents the corresponding cost of machiogker and job. The values in circles
indicate name of the machine, values in rectaniglgi€ates name of the worker and values in

diamond shapes indicate name of the job.

Figure-1

®—
G
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@

- 1
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According to the pattern representedigure-1 is satisfies all the constraints the section

3. The ordered tripled set represents the cost
(1,2,1)=1,(3,4,1)=2,(4,3,3)=5,(5,3,2)=4,(4,1,4)23(5)=5,(3,1,2)=2,(2,3,2)=1,(4,3,4)=4,(5,3,4)
=4 . The total cost=1+2+5+4+3+5+2+1+4+4=31.

5.3 Alphabet Table

There are MxWxJ ordered triples in the threeatisional array X. For convenience
these are arranged in ascending order of theilesponding costs and are indexed from 1 to
MxWxJ (Sundara Murthy-1979). Let SN=[1, 2, 3,..MxWxJ] be the set of MxWxJ indices.
Let C be the corresponding array of costs. Ifld SN and a<b then C (g)C(b). Also let the
arrays M, W, J be the array of indices of the ceddriples represented by SN and CC be the
array of cumulative sum of the elements of C. Fonvenience same notation M, W, J are used
for the corresponding array. The arrays SN, C, ICW, and J for the numerical example are
given in the table-3. If pPISN then (M(p),W(p),J(p)) is the ordered triple and
C(a)=C(M(a),W(a),J(a)) is the value of the ordemggle and CC (ak X%, C(i).

TABLE-3

SN | C CcC M \W J
1 1 1 1 2 1
2 1 2 1 4 1
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3 |1 3 2 3 2
4 |1 4 1 1 3
5 |1 5 1 2 5
6 |2 7 1 3 1
7 |2 9 2 1 1
8 |2 11 | 3 4 1
9 |2 13 | 3 1 2
10 | 2 15 | 3 4 2
11 | 2 17 | 3 2 3
12 |2 19 | 5 4 5
13 |3 22 |1 1 1
14 |3 25 | 2 2 1
15 |3 28 | 2 3 4
16 |3 31 | 4 2 2
17 |3 34 | 3 4 3
18 |3 37 |1 1 4
19 |3 20 |4 1 4
20 |3 43 | 2 4 5
21 | 4 47 | 3 1 1
22 | 4 51 | 2 1 2
23 | 4 55 | 5 3 2
24 | 4 59 | 5 2 3
25 | 4 63 | 1 3 4
26 | 4 67 | 5 3 4
27 | 4 71 | 2 1 5
28 | 4 75 | 4 3 5
29 |5 80 | 3 3 1
30 |5 85 | 2 4 2
31 |5 90 | 4 3 3
32 |5 95 | 5 3 3
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33 |5 100 3 3 4
34 |5 105 2 2 5
35 |5 110 4 1 5
36 | 6 116 4 4 1
37 | 6 122 1 2 2
38 | 6 128 4 1 3
39 | 6 134 5 4 4
40 | 6 140 1 4 5
41 | 7 147 4 2 1
42 |7 154 1 4 2
43 | 7 161 2 2 3
4 |7 168 3 1 4
45 | 7 175 5 1 5
46 | 8 183 4 1 1
47 | 8 191 3 3 2
48 | 8 199 2 4 4
49 | 8 207 4 4 5
50 |9 216 5 2 1
51 | 10 226 5 3 1
52 |11 237 4 1 2
53 | 11 248 2 1 4
54 | 11 259 2 3 5
55 | 12 271 4 3 2
56 | 12 283 5 4 2
57 | 12 295 3 2 4
58 | 13 308 2 2 2
59 | 13 321 5 1 2
60 | 13 334 1 3 3
61 | 13 347 5 1 4
62 | 14 361 2 1 3
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63 | 14 375
64 | 14 389
65 | 15 404
66 | 15 419
67 | 16 435
68 | 17 452
69 | 17 469
70 | 18 487
71 | 18 505
72 |19 524
73 | 20 544
74 | 20 564
75 | 21 585 4 3 4

Let us considerBSN. It represents the ordered triple (M(5),W(5))XBL,2,5).Then
C(5)=1and CC(5)=5.

N| B N W P & W | W W O N
W N B N NN PR W W N W
R W W o w O g | O W P~ W

5.4. Definition of an Alphabet - Table and a word

Let SN = (1,2,...) be the set of indices, C be amyawf corresponding costs of the
ordered triples and CC be the array of cumulatwvessof elements in C. Let arrays M, W and J
be respectively, the row, column and facility ireBaof the ordered triples. Let E {a;, &, - - --

-, &}, & € SN be an ordered sequence of k indices from SN. pgditern represented by the
ordered triples whose indices are given Qyid.independent of the order gfia the sequence.
Hence for uniqueness the indices are arrangeckimtieasing order such thaka.,, i =1, 2, -

- - -, k-1. The set SN is defined as the "Alphabable" with alphabetic order as (1, 2, - - - -,
MxWxJ) and the ordered sequengeid defined as a "word" of length k. A word Is called a
"sensible word". If a< a4, for i =1, 2, - - - -, k-1 and if this conditiors icalled “insensible
word". A word L is said to be feasible if the corresponding patteris feasible and same is
with the case of infeasible and partial feasiblggua. A Partial word L is said to be feasible if
the block of words represented by has at least one feasible word or, equivalentygartial

pattern represented by Ehould not have any inconsistency.
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Any of the letters in SN can occupy the first place¢he partial word L Our interest is
only in set of words of length at most n-1, sinbe twords of length greater than n-1 are
necessarily infeasible, as any feasible patternheae only n-1 unit entries in it. If kK < ny s
called a partial word and if k = n, it is a fullnigth word or simply a word. A partial word, L
represents, a block of words with s a leader i.e. as its first k letters. A leadesaid to be
feasible, if the block of word, defined by it hddemst one feasible word.

5.5. Value of the word

The value of the (partial) wordLV (L) is defined recursively as V (L= V (Lx.1) + TD
(a) with V (Lo) = 0 where TD (@ is the cost array arranged such that TP €aTD (a+1). V
(L) and V(x) the values of the pattern X will be tb@me. Since X is the (partial) pattern
represented Lby Sundara Murthy — 1979.

5.6. Lower Bound of A partial word LB (L)

A lower bound LB (L) for the values of the block of words represeriigd = (a, &, -
- - -, &) can be defined as follows.

LB (L =V (L) +C(a+)=V (L) +CC(a+n-k)-CC@A
Consider the partial word  41=(3, 6, 9, 17) =V (k) = 1+2+2+3= 08
LB(Ls)=V(Ly) +DC(a+n-k)-DC (@

=08+ DC (17+ 8 - 4) - DC (17) = 08+ CC (21) - CI7)( = 08 + 47 — 34=21

Where CC (@ = Y%, C(a;). It can be seen that LB (Lis the value of the complete word,
which is obtained by concatenating the first (Het)ers of SN (g to the partial word L

5.7 Feasibility criterion of partial word

A recursive algorithm is developed for checking thasibility of a partial word. ., =
(ag, az ...... Ok, Ok+1) given that k is a feasible partial word. We will introduce somere

notations which will be useful in the sequel.
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IR be an array where IR (i) =g M represents that'imachine in M is assigned to

j™worker in W for doing the Rjob in J is 1, otherwise 0.

IC be an array where IC (i) =1giW represents thaf'iworker in W is assigned t8'j

machine in M for doing the "kjob in J is 1, otherwise 0.

IK  be an array where IK (i) = 1,d J represents thaf' jjob in J is assigned td']

machine in M for doing the "kworker in W is 1, otherwise 0.

L be an array where L (i) is the lettei'fiposition of a partial word
Im be an array where Im (i) i € RA indicates that the machine is usetimes up

to the I"position of a partial word ang<mga.

Iw be an array where Iw (i) B i € CA indicates that the worker is usgtmes up to
the f" position of a partial word argi<mc.

lj be an array where |j (i) i € KA indicates that the job is usedimes up to the
ith position of a partial word ang< nca.

IMX be an array where IMX (i) = 1,8 Ms indicates that the MMachine is assigned.

IWX be an array where IWX (i) = 1giWs indicates that the WWorker is assigned.

IJX  be an array where IJX (i) = 1¢ ik indicates that the; Worker is assigned.

Then for a given partial wordil= (01, Q> ...... ,0k), the values of the arrays IR,
IC, IK, L, Im, lw, I}, IMX , IWX and 1JX are as fobws.
» IR(R (@) = 1,i=1, 2, ...k otherwise IR (j)=0
IC(C () =1,i=1, 2, ...k,otherwise IC (j)=0
= L(i)=aq,i=1, 2, ...k,otherwise L (j) =0.

= Im (i) = qj, =1, 2, ...k,otherwise Im (j) =0.

= lw (i) = q;, =1, 2, ...k,otherwise Iw (j) =0.

= |j(i) = qj, 1=1, 2, ...k,otherwise |j (j) =0.

= IMX (i) =1,i=1, 2, ...k otherwise IMX (j)=0
IWX (i) = 1, i=1, 2, ...k otherwise IWX (j)=0

. IIX (i) = 1,i=1, 2, ...k otherwise 13X (j)=0
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The recursive algorithm for checking the feasipildf a partial word k is given as
follows: In the algorithm first we equaiX=0. At the end IfIX=1 then the partial word is
feasible, otherwise it is infeasible. For this aitton we haveRA=R (ax), CA=C (ax) and KA=
K (ag) .

5.8: ALGORITHMS

Algorithm 1: (Checking the Feasibility)

Step 0: IX=0 GOTO 2

Step 2: MN=WN=JN =0 GOTO 4

Step 4: 1S (IR (RA)+E Mra IF YES GOTO 6

IF NO GOTO 20

Step 6: IS (IC (CA))+E Wea IF YES GOTO 6
IF NO GOTO 20

Step 8: 1S (IK (KA))+1< nka IF YES GOTO 10
IF NO GOTO 20

Step 10: IS (MX (RA) = 0 IF YES, MNA=MN+GOTO 12
IF NO GOTO 12

Step 12: IS (WX (CA) = 0 IF YES, WNB=WN-GOTO 14
IF NO GOTO 14

Step 14: 1S (JX (KA) =0 IF YES, JNC=JN4GOTO 16
IF NO GOTO 16

Step 16: Is N-I > (p+g+r) — (MNA+ WNB+JNC)
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IF YES GOTO 18
IF NO GOTO 20

Step 18: IX=1
Step 20: STOP

This recursive algorithm is used in Lexi searldoathm to check the feasibility of
a partial word. We start the algorithm with a lakgdue sayd’ as a trial value VT. If the value
of a feasible word is known, we can as well stathwhat value as VT. During the search the
value of VT is improved. At the end of the searbb turrent value of VT gives the optimal
feasible word. We start the partial word £ (&) = (1). A partial word k is constructed asgL
=Ly.1 * (ax) where * indicates concatenation i.e. chain foramatWe will calculate the values of
V (Lx) and LB (L) simultaneously. Then two cases arise one fordiiag and the other for
continuing the search.

1. LB (Lk) < VT. Then we check whetherlis feasible or not. If it is feasible we
proceed to consider a partial word of order (k+ihjch represents a sub block of
the block of words represented by. If Ly is not feasible then consider the next
partial word of order by taking another letter whisucceeds,an the K" position.

If all the words of order ‘k’ are exhausted then eomsider the next partial word of
order (k-1).

2. LB (Ly) = VT. In this case we reject the partial word MWe reject the block of
word with Lk as leader as not having optimum feasible soludiiod also reject all
partial words of order ‘k’ that succeedg L

Now we are in a position to develop a Lexi-Seaatdorithm to find an optimal

feasible word.
Algorithm -2 (Lexi - Search Algorithm (LSA))
Step 1: (Initialization)
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The arrays SN, C, CC, M, W, J, m, w, p, g and r amade available. IR,
IC, IK, IMX, IWX, 1IX, L, V, Ng and LB are initialized to zero. The
values I=1, J=0, VT=0o, MAX

Step 2: J=J+1
IS (J>MAX) IF YES@TO 11
IF NO GOTO 3
Step 3: L()=J
IS (I=1) IFYESV()=C(J) GOTO 3B
IF NO GOTO 3A
Step3A: V() =V (-1)+C(J) GOTO 3B

Step 3B: LB () =V (I) +CC (J+N-I)-CC (J)  GOTO4

Step 4: IS (LB (1)>VT) IF YES GOTO 11
IF NO GOTO 5
Step 5: RA=R (J)
CA=C (J)
KA=K (J) GOTO 6
Step 6: Check the feasibility of L (using algoritin 1)
IS (IX=0) IF YES GOTD
IF NO GOTO 7
Step 7: IS (IX=1) IF \E=GOTO 8
IF NO GOTO 2
Step 8: IS (I=N) IF YES GOTO 9
IF NO GOTO 10
Step 9: L()=J
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L (1) is full length word and is feasible

VT=V (I), record L (I), VT. GOTO 13

Step 10: IR (RA)=1
IC (CA)=1
IK (KA)=1
MN= MNA
WN=WNB
IN=JNC
I=1+1 GOTO2
Step 11: IS (I=1) IF YES GOTO 14
IF NO GOTO 12
Step 12:  I=1-1 GOTO 13

Step 13: J=L(I)
RA=R(J)
CA=C(J)

IK (KA)=1
IR(RA)=0

IC(CA)=0
IR(RA)=IR(RA) -1

IS IR(RA)=0 IF NOGTO 2
IF YES MN=MN-1 GOTO2

IC(CA)=IC(CA) -1 IF NO GOTO 2
IF YES WN=WN-1 GOTO2

IK(KA)=IK(KA) -1 IF NO GOTO 2
IF YES JN=JN-1 GOTO2
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Step 14: STOP & END

The current value of VT at the end of the se&che value of the optimal word. At

the end if VT=wx, it indicates that there is no feasible assignment
5.9 SEARCH TABLE

The working details of getting an optimal word ugithe above algorithm for the
illustrative numerical example is given in thable-4 The columns named (1), (2), (3),...,
gives the letters in the first, second, third anas places respectively. The columns R, C give
the row, column indices of the letter. The lastuooh gives the remarks regarding the
acceptability of the partial words. In the followitable A indicates ACCEPT and R indicates
REJECT.

Table-4 (Search Table)

SN|1 |2 34| 5| 6| 7 8 V LB R g K REMARK
1 1 111 1} 2 1 A
2 2 21 11| 1| 4] 1] A
3 3 3] 11| 2| 3] 2| A
4 4 41 11| 1| 1| 3] A
5 5 5 11| 192 |5 | R
6 6 6| 12| 193 |1

7 7 6| 12| 2| 1| 1] A
8 8 8| 12 3| 4| 1] A
9 9 10012 |3 |1 | 2R
10 10 10(12 |3 | 4 | 2*| R
11 11 10112 |3 | 2 | 3*|R
12 12 1013 |5 |4 | 5| A
13 13313713 |1 |1 | 1*/R
14 1413113 |2 | 2 | 1*/ R
15 151313 | 2¢|3 |4 | R
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16 1601313 |4 | 2 | 2*|R

17 17113 |13 4 R

18 18 13|13 | 1*|1 R

19 1901313 | 4*|1 R

20 2001313 |2 | 4 | 5 R

21 2114114 |3 | 1| 1*| R

22 2214|114 |2 | 1| 2| R

23 2314|114 |5 | 3 | 2¢|R

24 2414|114 |5 | 2 | 3*| R

25 2514|114 | 1|3 |4 | R

26 2614|114 |4 | 3 | 4| A VI=14
27 13 1111411 |1 R,=VT
28 9 8| 12| 3| 1] 2 A
29 10 10112 |3 | 4 | 2*| R

30 11 10(12 |3 | 2 | 3*| R

31 12 10/13 |5 |4 | 5| A

32 13313/13 |1 |1 | 1| R

33 141313 |2 | 2 R

34 151313 | 2*|3 |4 | R

35 161313 |4 | 2 | 2*|R

36 17113 | 13 4 | 3*IR

37 18 13|13 |1*|1 |4 | R

38 19913|13 |4 | 1 AVT=13
39 13 111411 |1 R

40 10 8 |12 | 3| 4] 2| A

41 11 10112 |3 | 2 | 3*|R

42 12 10| 13*|5 | 4 R,=VT
43 11 10(13*|3 | 2 R,=VT
44 8 6| 12| 3| 4] 1 A
45 9 8| 12| 3| 1| 21 A
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46 10 10112 |3 | 4 | 2*|R

a7 11 10112 |3 | 2 | 3*| R

48 12 10/ 13* |5 |4 | 5 | R=VT
49 10 8 |12 | 3| 4] 2| A

50 11 10112 |3 | 2 | 3*| R

51 12 10/13* |5 |4 | 5 | R=VT
52 11 8 |13*|3 |2 | 3 | R=VT
53 9 6| 12| 3| 1| 2| A
54 10 8 |12 |34 2| A

55 11 10112 |3 | 2 | 3*|R

56 12 10| 13*|5 | 4 R,=VT
57 11 8 | 13*13 |2 R,=VT
58 10 6 13|13 |4 | 2 | R=VT
59 5 4 12 1| 2| 5 A
60 6 6| 12, 113 |1 | A

61 7 6| 12, 2| 1| 1 A
62 8 8| 12| 3| 4, 1fR

63 9 1014* |3 |1 | 2 | R>VT
64 8 6| 12| 3| 4] 1 A
65 9 8| 12| 3| 1 21 A
66 10 10(12 |3 | 4 | 2*| R

67 11 10112 |3 | 2 | 3*|R

68 12 101 13* |5 |4 | 5 | R=VT
69 10 8 |12 |34 2| A

70 11 10112 (3 |2 | 3| R

71 12 101 13* |5 |4 | 5 | R=VT
72 11 8 |13*|13 |2 | 3 | R=VT
73 9 6| 12| 3| 1] 2 A
74 10 8 |12 | 3| 4| 2R

75 11 8 |13*13 |2 | 3 | R=VT
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76 10 6 13|13 |4 | 2 | R=VT
1 6 5| 1371 |3 |1 | R=VT
78 4 3| 12 1| 1} 3 A
79 5 4| 12 172 |5 | R

80 6 5| 1371 |3 |1 | R=VT
81 5 3| 1311 (2 |5 | R=VT
82 3 2| 12, 2| 3| 2| A
83 4 3| 12 1| 1| 3 A
84 5 4 12 1| 2| 5 A
85 6 6| 12| 113 |1 | R

86 7 6| 12, 2| 1| 1 A
87 8 8| 12| 3| 4 1 A
88 9 1012 (3 |1 | 2| A

89 10012112 |3 | 4 | 2*|R

90 11112112 |3 | 2 | 3*| R

91 1212112 |5 | 4 | 5% R

92 13313(13*|1 |1 |1 | R

93 10 1012 |3 |4 | 2| A

94 111212 |3 | 2 | 3*R

95 12012112 |5 | 4 | 3*|R

96 1313 (13*|1 |1 |1 | R=VT
97 11 10112 (3 |2 | 3| A

98 1212112 |5 | 4 | 5| R

99 1313 (13*|1 |1 |1 | R=VT
100 12 10/ 13* |5 |4 | 5 | R=VT
101 9 8112 3| 1| 2| A
102 10 1012 |3 |4 | 2| A
103 1111212 |3 | 2 | 3*| R

104 1212112 |5 | 4 | 5| R

105 13/13|113*|1 |1 |1 | R

http: // www.ijesrt.com  (C) International Journal of Engineering Sciences & Resarch Technology
[2361-2387]



[Reddy, 2(9): September, 2013] ISSN: 2277-9655
Impact Factor: 1.852

106 11 10112 (3 |2 | 3| A
107 1210|112 |5 | 4 | 5*| R

108 13/13|13*|1 |1 |1 | R=VT
109 12 10/ 13* |5 |4 | 5 | R=VT
110 10 8 |12 |34 2| A
111 11 10{12 | 3*|2 |3 | R
112 12 10/ 13* |5 |4 | 5 | R=VT
113 11 8 |13*13 |2 | 3 | R=VT
114 8 6|12 3| 4] 1] A
115 9 8| 12| 3| 1| 2| A
116 10 10{12 | 3*|4 |2 | R
117 11 10{12 | 3*|2 |3 | R
118 12 10[13* |5 |4 | 5 | R=VT
119 10 8 |12 |34 2| A
120 11 10{12 | 3*|2 |3 | R
121 12 101 13* |5 |4 | 5 | R=VT
122 11 8 |13*|3 |2 | 3 | R=VT
123 9 6|12 3| 1| 2| A
124 10 8 |12 |34 2| A
125 11 10112 |3 | 2 | 3*|R

126 12 10/13* |5 |4 | 5 | R=VT
127 11 8 |13*13 |2 | 3 | R=VT
128 10 6 13|13 |4 | 2 | R=VT
129 6 5| 1341 |3 |1 | R=VT
130 5 3| 1341 |2 |5 | R=VT
131 4 211341 |1 |3 | R=VT
132| 2 1112 1| 4, 1, A
133 3 2112 2| 3] 2| A
134 4 3|12 1| 1| 3| A
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135 5 4|1 12| 1| 2| 5| A
136 6 6|12 13 |1 | R

137 7 6|12 2| 1| 1] A
138 8 8112 3| 4| 1| A
139 9 10012 | 3*|1 |2 | R

140 10 10{12 | 3*|4 |2 | R

141 11 10112 | 3|2 |3 | R

142 12 10/ 13* |5 |4 | 5 | R=VT
143 9 8|12 3| 1| 2| A
144 10 10|12 | 3*|4 |2

145 11 10112 | 3|2 |3 | R

146 12 10/ 13* |5 |4 | 5 | R=VT
147 10 8 |12 |34 2| A
148 11 10112 | 3*|2 |3 | R

149 12 10/ 13* |5 |4 | 5 | R=VT
150 11 8 |13*13 |2 | 3 | R=VT
151 8 6|12 3| 4] 1] A
152 9 8112 3| 1| 2| A
153 10 10{12 | 3*|4 |2 | R

154 11 10|12 | 3*|2 |3

155 12 10/ 13* |5 |4 | 5 | R=VT
156 10 8 |12 | 3| 4% 2

157 11 8 |13*13 |2 | 3 | R=VT
158 9 6| 12| 3| 1| 2| A
159 10 8 |12 | 3| 4] 2| A
160 11 10{12 | 3*|2 |3 | R

161 12 10/13* |5 |4 | 5 | R=VT
162 11 8 |13*|3 |2 | 3 | R=VT
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163 10 6 [13*|3 |4 | 2 | R=VT
164 6 51 1341 |3 |1 | R=VT
165 5 3| 1341 |2 | 5 | R=VT
166 4 211341 |1 |3 | R=VT
167| 3 11342 |3 |2 | R=VT

At the end of the search the current value of V{Dist01+01+01+02+02+02+03) = 13 and it is
the value of the feasible wotg = (1, 2, 3, 4, 7, 9, 12, 19t)is given in 38 row of the search
table — 4 and the corresponding order tripleq dre2, 1), (1, 4, 1), (2,3,2) (1, 1,3),12,

1),(3,1,2),(5,4,5),(4,1,4For this optimal feasible word the arrays IR, I, Im, Iw, Ij, L,
MX,WX and JX are given itable — 5. Table -5

IR 111 | 11 1 1 1 - - -

IC [1111| 1 1 11 - - - -

IK 111 | 11 1 1 1 - - -

MX 1 1 1 1 1 - - -

WX 1 1 1 1 - - - -

JX 1 1 1 1 1 - - -
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For an ordered triple set{(1,2,1),(1,4,1),(2,321(3),(2,1,1)(3,1,2),(5,4,5),(4,1,4)}
represents the pattern given in thble-6, which is a optimal solution for the above numalric

example.
Table-6

[0 1 0 1] [0 0 0 O] 1 0 0 O]
1 000 0010 0 00O
X(@,j,1)= |0 0 0 Of X(i,j,2=(1 0 0 O(X(i,j,3=|10 0 0 O
0 00O 0 00O 0 00O
0 0 0 O] |10 0 0 O] 10 0 0 O]

[0 0 0 O] [0 0 0 O]

0 00O 0 00O

X(@i,j,4)=/0 0 0 0|X(,j,5=|0 0 0 O

1 000 0 00O

0 0 0 O] 10 0 0 1]

The following figure-2 represents a optimal solution. The circle shapgwesent
machines, rectangle shapes represent workers, dihsi@apes represent jobs and parallelogram
shape represents the corresponding cost of machiogker and job. The values in circles
indicate name of the machine, values in rectaniglgieates name of the worker and values in

diamond shapes indicate name of the job.

— @[T

Figure-2

4a%

= ._’ 0
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According to the pattern representedigure-2 is satisfies all the constraints the

section 3. The ordered tripled set represents thecost
(1,2,1)=1,(2,4,1)=1,(2,3,2)=1,(1,1,3)=1,(2,1,1)32(2)=2,(5,4,5)=2,(4,1,4)=3. The total
cost=1+1+1+1+2+2+2+3=13.

6. CONCLUSION

In this paper, we have studied a model namely “@aimed Three Dimensional Job
Assignment Problem “. We have developed a new glgorwhich is efficient, accurate and easy
to understand. First the model is formulated ia wero one programming problem. The problem
is discussed in detail with help of numerical ithasion.
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